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First submission results 
(The 2nd is on its way with a 

+8 points improvement in Hits@1)

The Conversational 
Intelligence Challenge 2 

« ConvAI2 » 
(NIPS 2018 competition)



Validation set (public) Leaderboard  –  Test set (hidden) Leaderboard

● Small dataset =>  
● Large models are overfitting 
● Small models are underfitting 



Open domain 
Short conversation: <10 turns 
Small talk: shallow topics, quick switches

Chit-Chat 😺



What’s the difference? 👻



What’s the difference? 👻
Transfer Learning 🦄



A Transformer Model…
● Long fixed-length sequence model. In our case: 512 bpe tokens. 
● Pre-train the model on the language modeling task on a large dataset (Toronto)

Bob is very happy

.is very happy

Transformer Model

● We use the model of Improving Language Understanding by Generative Pre-Training 
by Radford et al. (2018)



Encoding a Dialog 🤖



Encoding a Dialog and a Persona

● Transformers have positional embeddings 
➡ Learn additional special embeddings for utterances / personas

I    like    to    ski    Hello    !    How    are    you    today    ?    I    am    good    thank    you Word embeddings

Dialog state embeddings

Positional embeddings

● Dialog: 
● Alternating utterances 
● Dialog flow 
● Conditioning on a personality



Learning Dialog Flow &



Semantic Learning on Dialog Utterances
● Learning to distinguish a real answer from a distractor.

Can be combined with language modeling fine-tuning in a multi-task fashion 

I    like    to    ski    Hello    !    How    are    you    today    ?    I    am    good    thank    you

I    like    to    ski    Hello    !    How    are    you    today    ?    You    have    a    nice    dog   
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That’s it for today 
Thanks for listening!

Thomas WOLF 
thomas@huggingface.co



Encoding a Dialog and a Persona
● We can play with these embeddings to manipulate the notion of a sequence

I    like    to    ski    I    hate    mexican    food    I    like    to    eat    cheetosRepeating specific 
embeddings to control 
positioning information

Permutation augmented dataset to
bias towards positional invarianceI    like    to    ski    I    hate    mexican    food    I    like    to    eat    cheetos

I    hate    mexican    food    I    like    to    eat    cheetos    I    like    to    ski    

● We can also augment the dataset to bias towards positional invariance


